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Noise-enhanced transmission of information in a bistable system
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Stochastic resonance~SR! in a bistable system with a binary input signal is studied by numerical simulation.
The mutual information~MI ! is used as a measure of information. We show that MI shows the resonance
peculiar to SR and that the output MI of the bistable system can exceed the input one, that is, MI can have gain.
The dependence of the resonance signal and the gain of MI on the noise cutoff frequency is studied and it is
shown that the noise with large cutoff frequency is favorable for SR and for the gain of MI. To show the
characteristics and the benefits of this type of SR and the gain of MI, the behavior of SR in the bistable system
for image data is simulated. The simulation results show that this system can improve the visibility of images.
@S1063-651X~98!00311-0#

PACS number~s!: 05.40.1j, 89.70.1c
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I. INTRODUCTION

Stochastic resonance~SR! is a phenomenon in which th
transmission of a coherent signal is enhanced by adding
dom noise in some nonlinear systems. This phenomenon
first discussed in the study of the glacial period@1–3# and
has been explored in various fields@4–6#.

Most of previous studies on SR are performed in the s
tems with a sinusoidal input. Since a sinusoidal wave has
information, the results of these studies cannot be use
signal processing in biological or artificial systems. In ad
tion, the conventional definition@4# of the signal-to-noise
ratio ~SNR! is valid only in systems with a sinusoidal inpu
Spectra of aperiodic signals that have finite information h
finite width, thus the conventional definition of the SNR c
hardly be applied.

In recent years, studies on SR with aperiodic input sign
have been performed and definitions of measures of tran
formation in the place of the conventional SNR were p
posed@7–14#. Studies on neurophysiological systems us
models with threshold nonlinearity with a binary input sign
were performed@7,8#. In these studies, the mutual inform
tion ~MI ! was used as a measure. SR in a Schmitt trig
circuit was studied@9# and the dynamical entropy was use
as a measure. SR in a bistable system with a binary in
signal and white noise was studied@10# and the percentag
of transmitted bits was used as a measure.

In the present paper the characteristics of a transmis
line comprising a bistable system is studied from t
information-theoretic standpoint. It is shown by numeric
simulations employing MI as a measure with a binary inp
signal and colored noise that a transmission line with
bistable system can transmit more information than t
without a bistable system. Since the simple model used in
present simulation involves the essentials of bistable s
tems, the present study can be generally applied to any s
ies on the behavior of transmission lines comprising bista
systems. Moreover, the numerical process in a compute
itself is proved to be a powerful tool in signal processing.
PRE 581063-651X/98/58~5!/5602~6!/$15.00
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is advantageous to measure the transinformation of bin
bit series and is utilized in the studies on neurophysiolog
systems mentioned above. In the present study MI is use
measure the transinformation of a binary signal in a bista
system and is proved to be advantageous also in this sys

In the systems in which the input signal is a sinusoid
wave and the conventional definition of the SNR is used,
output SNR does not exceed the input one@15#. This type of
system is beneficial only when there are no means to de
the input signal. In contrast, this is not true for SR with
binary input signal. More information can be obtained fro
the output wave form than from the input one, that is, MI h
gain, because the two states of binary bits are separated
distinctly due to the potential barrier in the bistable syste
In the present study, this characteristic is proved using M
a measure of transinformation and the applicability of SR
bistable systems to signal processing is demonstrated
transmitting image data.

The influence of noise cutoff frequency on SR in th
system is also studied. In addition to the interest in fun
mental characteristics, this subject is practically signific
because instruments, such as a noise generator or an a
fier, have a limited bandwidth. Previous studies on the si
soidal input type of SR systems@16–21# have concluded tha
noise with a large cutoff frequency is favorable for SR. In t
present study we show that such noise is favorable also
SR with a binary input signal. The maximum value of th
output MI and the maximum gain of MI become smaller
the cutoff frequency of the input noise becomes smaller. F
thermore, we show that MI comes to have no gain for sm
noise-cutoff frequency, thus the benefit of this type of SR
signal processing vanishes for this noise type.

II. SIMULATION

Mutual information was used as a measure of the tran
formation in the present simulation. Here a bit in the inp
bit seriesx is high with probabilitypx and is low with prob-
ability px̄512px . Similarly a bit in the output bit seriesy is
5602 © 1998 The American Physical Society
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high with probabilitypy and is low with probabilitypȳ51
2py . The conditional probabilitypyx is thaty is high under
the condition thatx is high and the other conditional prob
abilities are defined in a similar way. The mutual informati
I (x,y) between the bit seriesx andy is defined as@7#

I ~x,y!5H~y!2H~yux!, ~1!

H~y!52py log2 py2pȳ log2 pȳ , ~2!

H~yux!5px~2pyx log2 pyx2pȳx log2 pȳx!

1px̄~2pyx̄ log2 pyx̄2pȳx̄ log2 pȳx̄!. ~3!

H(y) is the entropy ofy andH(yux) is the conditional en-
tropy of y for given x. Whenpx5px̄5py5pȳ51/2, for ex-
ample,I (x,y) takes the following values. If the outputy is
identical to the inputx, that is, all of the information is
transmitted, the conditional probabilitiespyx and pȳx̄ are
unity, while pȳx and pyx̄ are 0; thusI (x,y) is unity. On the
other hand, if the outputy has no correlation with the inpu
x, that is, no information is transmitted, all of the condition
probabilities are 1/2; thusI (x,y) is 0.

In the present simulation, the time evolution of the fo
lowing equation was calculated:

dzout~ t !

dt
5azout~ t !2b$zout~ t !%31zin , ~4!

zin5Ahs~ t !1j~ t !, ~5!

h5A4a3

27b
, ~6!

wherezout andzin are the output and the input wave forms
the bistable system,A is the signal amplitude,s(t) is the
original bit series, andj(t) is the input noise. The term
azout2bzout

3 are the contributions from the bistable pote
tial.

For s(t) we used the pseudorandom bit series~PRBS!
~maximum-length linear shift register sequence! with a pe-
riod of 21521 bits~PRBS 21521). Each bit ofs(t) takes the
value 11 ~high! or 21 ~low!. WhenA51 with the factor
h5A4a3/27b, one of the two minima of the distorte
bistable potential2(a/2)zout

2 1(b/4)zout
4 1hzout coincides

with its maximum. Whenh takes this value, interwell motion
is possible without noise whenA.1 and is impossible with-
out noise whenA<1.

The noisej(t) is the Ornstein-Uhlenbeck~OU! noise@18#

dj~ t !

dt
52

1

t
j~ t !1

ADh

t
jw~ t !, ~7!

wheret is the correlation time of the noise,D is the noise
intensity, andjw(t) is the white noise. The noise cutoff fre
quencyf c is

f c5
1

2pt
. ~8!

In the following, f c is specified in units of the bit rateR. The
OU noise in the present simulation has a Gaussian ampli
l

de

distribution with zero mean. The standard deviation of t
white noise in Eq.~7! is unity.

The procedure of the simulation is shown in Fig. 1. Fro
the calculation of the time evolution of Eqs.~4! and ~5! for
323103 bits of a PRBS, the input wave formzin(t) and the
output wave formzout(t) are obtained. In this calculation
100 steps of calculations are implemented in the time in
val corresponding to a single bit. Then these wave forms
discriminated to obtain the input bit seriessin(t) and the
output bit seriessout(t). The input and output wave form
are discriminated at the 50th step and at the last step of e
bit, respectively. The bit seriessin(t) and sout(t) are com-
pared with the original ones(t); thus the input mutual infor-
mation I in5I „s(t),sin(t)… and the output MI I out
5I „s(t),sout(t)… are obtained.

III. RESULTS

Figure 2 shows the relation between the output mut
information I out and the noise intensityD for various signal
amplitudesA. The values ofa andb in Eq. ~4! are 18 and 30
and the ratio off c and the bit rateR of s(t), f c /R, is 10. The
curves are forA50.2– 2.0 in steps of 0.2 in increasing orde
WhenD50, I out is 0 for A<1 and is unity forA.1. This
behavior of I out is expected from the definition ofA de-
scribed in Sec. II.

For A<1, the resonancelike enhancement ofI out peculiar
to SR appears with increasingD. For small values ofD,

FIG. 1. Schematic diagram of the simulation.

FIG. 2. Dependence of the resonance curve on the signal am
tudeA. The abscissa is the noise intensityD and the ordinate is the
output mutual informationI out . The curves are forA50.2– 2.0 in
steps of 0.2 in increasing order. The ratiof c /R510 and the param-
etersa518 andb530 in Eq.~4!.
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since the input wave formzin(t) causes almost only the in
trawell motion, the output bit seriessout(t) has long consecu
tive series of high bits or of low bits. In particular, whenD
50, sout(t) consists of only high bits or low bits. When th
value of D is adequate,sout(t) reproduces the original bi
seriess(t) relatively well andI out achieves its maximum
Larger values ofD reduceI out .

For A.1, the resonancelike enhancement does not
pear. WhenD50, I out is unity, that is, all the information is
transmitted through the bistable system without noise. W
the value ofD remains small,I out still holds the value nea
unity because the noise causes almost only the intrawell
tion. Larger values ofD reduceI out like for A<1.

Figure 3 shows the relation between MI and the no
intensityD whenA52.0 andf c /R510, whereI in and I out
are shown. BothI in and I out decrease monotonically as th
value ofD increases. For small values ofD, I out holds the
value near unity, whileI in decreases rapidly. For all value
of D shown in this figure,I out has a larger value thanI in .
This shows that the bistable system reduces the degrad
of the signal whenA.1.

In the following, the simulations are performed withA
50.8. Figure 4 shows the relation between the mutual in
mation and the noise intensityD when f c /R510, whereI in

FIG. 3. Relation between the output mutual information and
noise intensityD and that between the input one andD. The ratio
f c /R510 and the signal amplitudeA is 2.0.

FIG. 4. Relation between the output mutual information and
noise intensityD and that between the input one andD. The ratio
f c /R510 and the signal amplitudeA is 0.8.
p-

le

o-

e

ion

r-

and I out are shown. Increasing the value ofD, I in decreases
monotonically. WhenD.2.2, I out is larger thanI in . In this
region, more information is obtained by transmitting the
series buried in the noise through the bistable system.

Figure 5 shows the relations between the MI and the no
intensityD when f c /R50.1. In this figure the range ofD is
from 0 to 1600, about 27 times larger than that in Fig.
SinceI in does not suffer much degradation from the noise
decreases slowly as the value ofD is increased.I out shows
the resonancelike behavior. However, the maximum value
I out is small, the value ofD at the maximumI out is large,
and the width of the resonance curve is large. For sm
values off c /R, since the change of the noise in the durati
of a single bit is small, the noise causes the interwell mot
less frequently even when the value ofD is optimum. There-
fore, I out shows less remarkable resonance. In the ra
shown in Fig. 5,I out does not exceedI in . The gain of the
transinformation cannot be expected when the input nois
the OU noise with a small value off c . When the noise
amplitude is much larger than the signal amplitude and
potential barrier, the influence of the potential barrier b
comes smaller.

FIG. 6. Dependence of the resonance curve on the noise c
frequencyf c . The relation between the output mutual informatio
I out and the noise intensityD is shown. The ratiof c /R is 0.1, 0.2,
0.4, 0.6, 0.8, 1.0, 2.0, 4.0, 6.0, 8.0, and 10.0 in increasing order.
signal amplitudeA is 0.8.

e

e

FIG. 5. Relation between the output mutual information and
noise intensityD and that between the input one andD. The ratio
f c /R50.1 and the signal amplitudeA is 0.8. Note that the maxi-
mum value ofD is about 27 times as large as that in Fig. 4.
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The dependence of the resonance curve on the noise
off frequencyf c is shown in Fig. 6. The relation between th
output mutual informationI out and the noise intensityD is
shown forf c /R50.1, 0.2, 0.4, 0.6, 0.8, 1.0, 2.0, 4.0, 6.0, 8
and 10.0 in increasing order. For a larger noise cutoff f
quency f c , as in the case of SR with a sinusoidal inp
signal, the maximum value ofI out is larger, the value ofD at
the maximumI out is smaller, and the width of the resonan
curve is smaller.

Figure 7 shows the gain of mutual information~GMI!
I out2I in5H„sin(t)us(t)…2H„sout(t)us(t)… for the same val-
ues of f c /R as in Fig. 6 in increasing order. The positiv
value of the GMI means that more information is obtain
from the output of the bistable system than from the inp
For a larger value off c , the maximum value of the GMI is
larger, the value ofD at the maximum GMI is smaller, an
the GMI becomes positive at a smaller value ofD. When the
ratio f c /R is small, MI hardly has gain, and whenf c /R
50.1, no gain is obtained, as is described in the above.

IV. DISCUSSION

The feature of this type of SR is that the output mutu
information I out can exceed the input MII in , that is, more
information is obtained by transmitting bit series through
bistable system. Under the conditions in Fig. 4, whenD
510, I in is 0.06, thus only a small amount of information
obtained if the wave form is received before transmitting
bistable system. If the wave form is received after transm
ting the bistable system, on the other hand, the mutual in
mation I out is 0.70, thus a larger amount of information c
be obtained.

WhenD52 in Fig. 4, for example, transmitting the wav
form through the bistable system in itself results in the d
radation of MI. However, if the noise is added to the inp
wave form to reachD510 and next the wave form is trans
mitted through the bistable system,I out exceedsI in . Adding
more noise and transmitting through the bistable system
improve the transmission characteristic; this paradoxical
profitable phenomenon appears in the range 0.7,D,10.

FIG. 7. Dependence of the gain of mutual information~GMI!,
I out2I in5H„sin(t)us(t)…2H„sout(t)us(t)…, on the noise cutoff fre-
quencyf c . The ratiof c /R is 0.1, 0.2, 0.4, 0.6, 0.8, 1.0, 2.0, 4.0, 6.
8.0, and 10.0 in increasing order. The signal amplitudeA is 0.8. The
positive value of GMI means that more information is obtain
from the output of the bistable system than from the input.
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The larger improvement is possible for bit series buried
the noise with larger cutoff frequency by this procedu
When the ratiof c /R is small, sinceI out hardly exceedI in as
shown in Fig. 7, the gain of transinformation cannot be e
pected.

The gain of MI by SR becomes quite obvious by simul
ing the behavior of the input and output data when a bina
bit series of image data is inputted. This simulation is re
ized by substituting the image data for PRBS 21521 in the
simulation described in Sec. II. In this simulation we used
256-color windows-bit-map file of 483103 bytes as input
image data. We converted the bit-map file to a bit series
834831024 bits. The input wave form of the bistable sy
tem is the sum of this bit series and the OU noise. The w
form is transmitted through the bistable system and the o
put wave form is obtained. For the input and output wa
forms, each bit is discriminated as described in Sec. II. I
age files are reproduced from the discriminated bit series
the present study, the header bytes of the image files
removed before the simulation and are attached to the
criminated bit series when the image files are reproduce

The reproduced bit-map images forD50, 1.6, 10, and 60
are shown in Fig. 8. The images obtained from the in
wave forms are shown on the left and those obtained fr
the output wave forms are shown on the right, wheref c /R
510. The input image forD50 is identical to the original
one. The input image becomes less visible monotonically
the value ofD is increased. The visibility of the output im
ages shows resonancelike behavior corresponding to theI out
curve in Fig. 4. WhenD50, since the input wave form
causes in the bistable system only the intrawell motion,
discriminated output bit series consists of only high bits
low bits. Thus all pixels in the image are white if all bits a
high and black if all bits are low as in the present simulatio
Whether the pixels are all black or all white depends on
initial conditions. WhenD51.6, thoughI out is nearly equal
to I in , the appearances of the images are different. Since
output wave form consists of long series of high bits or lo
bits, white pixels and black pixels are dominant, while t
input image is randomized by the noise. WhenD510, the
optimum noise intensity case, the output image is disti
enough to grasp the content of the image. Adding m
noise, whenD560, the output image becomes less visib
and is similar in appearance to the input one.

The improvement of the visibility of images by transm
ting through the bistable system can be realized by com
ing the input and output images whenD.2.2. The improve-
ment of the visibility of images by adding more noise a
transmitting through the bistable system can be reali
when 0.7,D,10 as follows. Consider, for example, a wav
form with some noise that generates the input image oD
51.6. Adding more noise to the wave form until the value
D becomes 10 and transmitting it through the bistable s
tem, one obtains the more distinct image.

The images forD50, 288, and 1600 when the input nois
is the OU noise withf c /R50.1 are shown in Fig. 9. The
input image becomes less visible as the value ofD is in-
creased, monotonically and more slowly than the images
f c /R510. The output images, even for large value ofD,
appear like the image forD51.6 in the case off c /R510
because of the small rate of interwell motion. It cannot



e
d
t

e

t
ft
t-
e

5606 PRE 58M. MISONO, T. KOHMOTO, Y. FUKUDA, AND M. KUNITOMO
FIG. 8. ~Color! Reproduced
bit-map images forD50, 1.6, 10,
and 60 whenf c /R510. The im-
ages obtained from the input wav
forms are shown on the left an
those obtained from the outpu
wave forms are shown on th
right. The input image forD50 is
identical to the original one.

FIG. 9. ~Color! Reproduced
bit-map images forD50, 288,
and 1600 whenf c /R50.1. The
images obtained from the inpu
wave forms are shown on the le
and those obtained from the ou
put wave forms are shown on th
right. The input image forD50 is
identical to the original one.
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said that the output images are more distinct than the in
ones. The OU noise with small cutoff frequency relative
the bit rate cannot improve the visibility of the images.

V. CONCLUSION

Numerical simulations of SR when binary-bit series a
inputted to a bistable system were performed.I out shows
resonance peculiar to SR whenA<1; whenA.1, instead of
showing the resonance, the bistable system reduces the
radation of the signal. The output MI can exceed the in
MI. The noise with large cutoff frequency is favorable f
v.

in
sin
M

o

.

s.
ut

eg-
t

SR and the gain of MI. This system can improve the visib
ity of images and this means that this system is a powe
tool for signal processing.
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